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Automatic Change Detection in Synthetic Aperture
Radar Images Based on PCANet

Feng Gao, Junyu Dong, Bo Li, and Qizhi Xu

Abstract— This letter presents a novel change detection method
for multitemporal synthetic aperture radar images based on
PCANet. This method exploits representative neighborhood fea-
tures from each pixel using PCA filters as convolutional filters.
Thus, the proposed method is more robust to the speckle noise
and can generate change maps with less noise spots. Given two
multitemporal images, Gabor wavelets and fuzzy c-means are
utilized to select interested pixels that have high probability of
being changed or unchanged. Then, new image patches centered
at interested pixels are generated and a PCANet model is
trained using these patches. Finally, pixels in the multitemporal
images are classified by the trained PCANet model. The PCANet
classification result and the preclassification result are combined
to form the final change map. The experimental results obtained
on three real SAR image data sets confirm the effectiveness of
the proposed method.

Index Terms— Change detection, Gabor wavelets, PCANet,
synthetic aperture radar (SAR) images.

I. INTRODUCTION

MAGE change detection is a process that analyzes images

of the same scene taken at different times in order to iden-
tify changes that may have occurred between the considered
acquisition dates. It is an important issue in both civil and
military fields [1]. As for public institutions, the dynamics
of natural resources are a valuable source of information in
urban planning. On the other hand, for military analysts, the
changes of man-made structure in airports can provide critical
information in decision making.

Synthetic aperture radar (SAR) images are ideal informa-
tion source for performing change detections, since they are
independent of atmospheric and sunlight conditions. With
the development of earth observation programs, more and
more SAR sensors are capable of collecting hundreds of
images for the same area on the earth’s surface at shorter
intervals. Therefore, SAR images are more frequently used to
monitor and evaluate environmental changes. However, SAR
images exhibit more difficulties than optical images due to the
presence of the multiplicative speckle noise [2].
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Many methods related to the SAR image change detec-
tion have been published. Generally, SAR image change
detection is composed of three main steps: 1) preprocessing,
which mainly includes geometric registration or denoising;
2) difference image (DI) generation; and 3) recognition of
the changed pixels and unchanged pixels. Most research
works are focused on the third step. Thresholding [3], [4],
clustering [5], [6], active contours [7]-[9], and Gabor fea-
ture [10] have been recently extensively studied to recognize
the changed and unchanged pixels from DI. Among these
methods, Li er al. [10] use Gabor wavelet representations
to exploit the changed information. In addition, the method
obtains good performance by successively implementing fuzzy
c-means (FCM) with the nearest neighbor rule. Nevertheless,
there is still room to improve if more accurate classification
model is utilized.

Designing a good classification model is the most critical
step in the whole change detection algorithm. Inspired by the
architectural depth of the brain, deep learning has become
a popular way for classification by automatically learning
features from data [11], [12]. Current deep approaches always
consist of multiple training stages stacked on top of each
other. Each stage is generally composed of convolutional filter
bank layer, nonlinear processing layer, and feature pooling
layer. Restricted Boltzmann machines (RBMs) or regularized
autoencoders are often involved to learn the filter bank in each
stage. In the computer vision and multimedia communities, the
use of deep learning is widely studied. However, in the remote
sensing community, just a few change detection methods
based on deep learning were presented, such as a framework
based on RBM in [1] and stacked denoising autoencoders for
multispatial resolution image analysis in [13]. Recently, Chan
et al. [14] proposed PCANet, which is a simple deep learning
network with its convolution filter banks chosen from PCA
filters. It has demonstrated a competitive performance with
other deep networks. To the best of our knowledge, a few
previous works have considered PCANet for image change
detection.

In this letter, a PCANet-based change detection method for
multitemporal SAR images is proposed. Our main contribu-
tions are twofold.

1) PCANet is adopted as the classification model for
change detection. PCA filters are utilized as convolu-
tional filters; meanwhile, the hierarchical architecture
of traditional convolutional neural networks is retained.
These computational features have some relations to
human perception and can provide discriminative power
in changed and unchanged pixel classification.
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Fig. 1. Framework of the proposed change detection method.

2) Inspired by Li et al.’s work [10], a preclassification
scheme is designed to obtain some labeled samples of
high accuracy for PCANet using Gabor wavelets and
FCM.

The FCM algorithm is implemented in a coarse-to-fine
procedure to obtain enough representative samples.

The remainder of this letter is organized as follows.
Section II is devoted to give problem statements and a detailed
description of the proposed method. The experimental results
on real multitemporal SAR images are reported in Section III.
Finally, the conclusion is given in Section IV.

II. METHODOLOGY

A. Problem Statements and Overview
of the Proposed Method

Given two coregistered multitemporal intensity SAR images
I1 and ;. The objective of change detection is to generate a
change map, representing changes that occurred between the
acquisition dates of two images.

The procedure of the proposed method is illustrated in
Fig. 1, and is mainly composed of the following three
steps.

1) Step 1—Preclassification: The log-ratio operator is used
to generate the log-ratio image. Then, Gabor wavelets
and FCM algorithm are utilized to select pixels if
interest that have high probability of being changed
or unchanged. The remaining pixels will be further
classified in Step 3.

2) Step 2—Training PCANet Model: New image patches
centered at interested pixels are generated. A PCANet
model is trained using these patches.

3) Step 3—Classification of Changed and Unchanged
Pixels: The remaining pixels in Step 1 are further
separated into changed and unchanged classes using the
trained PCANet model. Then, the PCANet classification
result and the preclassification result are combined to
form the final change map.

The detailed descriptions of Step 1 are provided in
Section II-B, and the descriptions of Steps 2 and 3 are provided
in Section II-C.
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B. Preclassification Using Gabor Wavelets and FCM

In order to reduce the influence of speckle noise, the
log-ratio operator is utilized to generate the log-ratio image Ip.
It is given by Ip = |log(l2/11)|. Inspired by Li et al’s
work [10], we use Gabor wavelets to classify /p and generate
training samples for PCANet. The Gabor wavelet represen-
tation of Ip is acquired by convolving Ip with a set of
Gabor kernels. In order to make a compact representation,
the responses with maximum magnitude over all the possible
orientations of Gabor wavelets are selected. The compact
Gabor feature vector x of each pixel of the log-ratio image
is derived as X = [xg, X1, ..., xy—1]. Thus, the Gabor features
X =[x1,...,xu~]7 are extracted from Ip. M and N denote
the width and height of the image, respectively.

The main purpose of preclassification is to find pixels
that have high probabilities of being correctly classified into
changed or unchanged classes. In [10], the FCM algorithm
is first performed on Gabor feature vectors to partition the
log-ratio image into three clusters, respectively, denoting the
changed, unchanged, and intermediate classes (i.e., w¢, Wy,
and w;). The pixels belonging to w, and w, have the
high probability to be changed and unchanged. However, we
observed that the intermediate class sometimes occupies a
large part of the log-ratio image, and thus we can hardly
obtain enough representative samples for PCANet training.
To address this issue, we propose a novel algorithm in this
section. The FCM algorithm is implemented in a coarse-to-
fine procedure to restrict the proportion of intermediate class in
the log-ratio image. The detailed descriptions of the proposed
algorithm are as follows.

1) Input: Gabor features X corresponding to Ip.

2) Step 1: Perform the FCM algorithm on X to partition
Ip into two clusters: w! and w.. The number of pixels
in wg is denoted by T''. Then, the upper bound of real
changed class is defined as TT = o - T''. Here, o is set
as 1.20 in our implementation.

3) Step 2: Perform the FCM algorithm on X to partition
Ip into five clusters: w%, w%, R wg It should be noted
that the five clusters are sorted by average value in
descending order. To be specific, pixels in w% have
the largest average value, while pixels in wg have the
smallest average value. Clusters with a larger average
value means that it is of higher probability to be a
changed class. The number of pixels in the five clusters

is defined as le, T22, .. T52, respectively. Set parame—
ters t =1 and ¢ = T2 Ass1gn the pixels in w1 to the
class wp e

4) Step 3: Sett:=t+1and c:=c+ T,z.
5) Step 4: If ¢ < TT, assign pixels in w, to the class wfre.
Otherwise, assign pixels in w, to the class w) . Go to
Step 3 and continue until = 5.
6) Output: As aresult, the preclassification change map can
be denoted by an image with labels {w ) wfre, wgre .
After preclassification, we obtain a change map with labels
{wl, W, wh}. The pixels belonging to wt " have the
high probablhty to be changed, while the pixels belonging
to wh'® have the high probability to be unchanged. These two
kinds of pixels can be chosen as samples. The classification
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Fig. 3. Detailed block diagram of PCANet.
of pixels belonging to wf.’ " will be described in the following
section.

C. Classification by Using PCANet

PCANet is capable of learning the nonlinear relations from
multitemporal SAR images, and thus it is robust to the speckle
noise. In addition, it is superior for its easy training and
better adaptation to different conditions. Therefore, PCANet
is utilized for change pixel classification in this letter.

The process of classification is shown in Figs. 2 and 3.
First, new image patches of interested positions (pixels have
high probability to belong to changed or unchanged regions)
are generated, and these image patches contain enough change

information around the position. As shown in Fig. 2, let Ré{n
represent a patch with the center at position (m, n) in image I
and the size of erﬁn is k x k. R{ﬁn represents the corresponding
patch in image I». Both patches are concatenated into a new
image patch Ry, and the size of Ry, is 2k x k. We ran-
domly choose Np samples and obtain the sample images R;,
i =1,..., Ng. Features of {R;} are extracted using PCANet.

The structure of PCANet is illustrated in Fig. 3. It is
composed of three steps: the first two stage are PCA filter
convolutions and the last stage is hashing and histogram
generation. After training sample generation, we have Npg
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training images of size 2k x k. We subtract image mean from
each sample image. Then, all sample images are vectorized
and combined into a matrix

Y =[F1, Vs, ..., ¥y, ] € R <Nk (1)

where ¥; is a mean-removed vector of image R;.

We move on to compute the eigenvectors of YY, and L,
principle eigenvectors are selected as PCA filters. The PCA
filters can be expressed as

W = mat(q/(YYT)) e R*>% 1 =12, L (2

where mat(v) is a function that maps v € R** {0 a matrix W €
R2X2 and ¢,(YYT) means the [th principle eigenvector
of YY. The leading principal eigenvectors capture the main
variation of all the mean-removed training images. Then the
Ith filter output of the first stage is

RI=R*W/, i=12,...,N (©)

where * denotes 3-D convolution. After obtaining the filter
output, the first stage of the algorithm is complete.

The process of the second stage is similar to the first stage.
We subtract image mean from each filtered output and collect
all the /th filtered outputs to obtain Zl = [le, Zé, R Zﬁ\,R] €

2 . =1 .
R2K“xNr  After that, we combine Z together and obtain

Z=1Z" 7% ... 7" e R2¥*Neli, (4)

The eigenvectors of ZZ! is computed and L principle
eigenvectors are selected as PCA filters of the second stage.
For each input Rl{ of the second stage, we will have L, outputs,
each convolves Rf with le forl =1,2,..., L. The number
of outputs of the second stage is LjL>. After obtaining the
filter output, we finish the second stage.

At the final stage, we first binarize the filtered output of the
second stage using a Heaviside step function whose value is
one for positive input and zero otherwise. Around each pixel
of Rf. , the vector of L, binary bits can be converted into an
integer value. Thus, we obtain a single integer-valued image
Tl.l and every pixel of Tl.l is an integer in the range [0, 212 —1].
We further transform image Tl.l into a histogram denoted by
hist(Tl.l). Then, the feature of the input image R; can be
defined as

f; = [hist(7}"), hist(7}?), ..., hist(7;"")]. Q)

The extracted features from PCANet then are fed into linear
SVM to train a model. Using the model, pixels belonging to
wf.’ ' are further separated into changed and unchanged classes.
Finally, we combine the PCANet classification result and the
preclassification result together to form the final change map.

It should be noted that the model parameters of PCANet
include sample image size k, filter numbers L and Lj, and
the number of stages. As mentioned in [14], inspired from
the common setting of Gabor filters with eight orientations,
Ly and L, are always set as 8. Moreover, it is empirically
verified that a two-stage PCANet is sufficient to achieve good
performance. Therefore, in our implementation, we set the
stage number to 2. In the training process, the training set
contains about 10% of the total pixels. Moreover, we observed
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that the size of sample image influences the change detection
results. The analysis of the parameter will be described in
detail in Section III-B.

III. EXPERIMENTAL RESULTS AND DISCUSSION
A. Experimental Setup

In order to evaluate the performance of the proposed
method, we apply the proposed method to three data sets with
different characteristics. The first data set is called the Ottawa
data set, which presents a section of two SAR images acquired
by an RADARSAT SAR sensor. The images present the areas
where they were once afflicted with floods. The second data
set is called the San Francisco data set. It presents a section
of two SAR images acquired by an ERS-2 SAR sensor over
the city of San Francisco. The third data set is called the
Yellow River data set. It presents a section of SAR images
acquired by Radarset-2 at the region of the Yellow River
Estuary in China. It should be noted that the two images
are a single-look image and a four-look image. Therefore,
the influence of speckle noise on the second image is much
greater than that of the first image. Such disparity of speckle
noise aggravates the difficulties met in the process of change
detection. The three data sets together with their ground-truth
change maps are shown in the first three columns of Fig. 5.

Results of four other state-of-the-art techniques for change
detection are given for comparison purpose. These meth-
ods are D_MRFFCM [1], PCAKM [5], MRFFCM [6], and
GaborTLC [10]. These methods are implemented using the
default parameters provided in [1], [5], [6], and [10], respec-
tively. In PCAKM, h = 5 and S = 3 are used. In MRFFCM,
the number of subintervals is set to 30 as mentioned in [6].
In GaborTLC, U =8, V =5, kmax = 27, and f = /2 are
used. In D_MRFFCM, the neighborhood size is set to 5 as
mentioned in [1]. The MATLAB implementation of the
proposed method is available at http://fenggao.sinaapp.com.

The performance evaluation of SAR image change detection
is a critical and basic issue. We use false alarm rate (Pga),
missed detection rate (Pyp), percentage correct classifica-
tion (PCC), and Kappa coefficient (KC) as the indicators
to measure the effectiveness of different methods. They are
reported as percentages in the experiments. In the reference
ground-truth map, the actual numbers of pixels belonging
to the unchanged and changed classes are denoted by Nu
and Nc, respectively. Then, Pra = FA/Nu x 100% and
Pvp = MD/Nc¢ x 100%, in which FA denotes the number
of unchanged pixels that are detected as changed, while MD
refers the number of changed pixels are detected as unchanged.
The PCC is given by PCC = (Nu + N¢c — FA —MD)/(Nu +
Nc) x 100%. The KC gives the percentage of agreement (cor-
rect classified pixels) corrected by the number of agreements
that would be expected purely by chance [10]. In addition, we
compute the ratio GD/OE for quantitative evaluation, while it
is given by GD/OE = (N, — MD)/(FA + MD).

B. Analysis of Parameter k

The first set of experiments is implemented on the Ottawa
and San Francisco data sets to analyze the parameters’ impact
on the performance of the proposed method. In order to
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TABLE I

CHANGE DETECTION RESULTS OF DIFFERENT METHODS
ON THREE REAL SAR IMAGE DATA SETS

Methods Results on the Ottawa dataset

Pra Pup GD/OE  PCC KC
PCAKM [5] 1.11 9.78 5.66 97.57  90.45
MRFFCM [6] 1.90 4.60 6.29 97.69 91.27
GaborTLC [10] 0.37 12.85 5.85 97.73  90.81
D_MRFFCM [1] 1.16 4.55 8.70 98.33  93.58
Proposed method | 0.85 6.93 7.98 98.22  93.06

Methods Results on the San Francisco dataset
Pra Pup GD/OE  PCC KC
PCAKM [5] 2.66 0.53 2.84 97.49  83.68
MRFFCM [6] 2.48 4.08 2.64 97.40  82.69
GaborTLC [10] 1.62 4.14 3.82 98.20 87.45
D_MRFFCM [1] 1.11 4.10 5.18 98.68  90.48
Proposed method | 0.48 8.67 6.14 98.94  91.90

Methods Results on the Yellow River dataset
Pra Pup GD/OE PCC KC
PCAKM [5] 3.51 19.83 2.24 93.54 7785
MRFFCM [6] 1.05 22.14 2.89 95.13 82.38
GaborTLC [10] 190 17.21 3.20 95.33  83.68
D_MRFFCM [1] 1.08 19.92 3.23 95.51 83.92
Proposed method | 3.10  10.62 3.62 95.54  85.15

generate neighborhood features for each position, we select
neighborhood of size k x k. The size of the neighborhood
is an important parameter that can affect the final change
detection results. As shown in Fig. 4, we set k to 3, 5, 7, 9,
and 11 to indicate the relationship between k and PCC. The
PCANet requires a neighborhood patch big enough for feature
learning; if k is set as 3, the result is sensitive to neighborhood
noise. Furthermore, when k > 7, the result tends to get worse,
since the neighborhood features are not representative for the
specified position. When k is set to 5, the proposed method
achieves the best performance on both data sets. Therefore,
setting k = 5 is the best choice. In our following experiments,
we use a neighborhood of 5 pixels for feature extraction
with PCANet.

C. Results and Analysis

The results of the experiments are shown and listed in Fig. 5
and Table I. The final change detection maps are shown in
figure form and the criteria are shown in tabular form.

On the Ottawa data set, many slightly changed pixels are
hard to detect. As shown in Fig. 5, PCAKM and GaborTLC
classify these slightly changed pixels into unchanged class.
It yields a high Pyp. On this data set, the best-known result
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Visualized results of various change detection methods on the Ottawa (first row) data set, the San Francisco (second row) data set, and the Yellow

River (third row) data set. (a) I;. (b) I». (c) Ground-truth change maps. (d) Results by PCAKM. (e) Results by MRFFCM. (f) Results by GaborTLC.

(g) Results by D_MRFFCM. (h) Results by the proposed method.

is obtained by D_MRFFCM [1] with a PCC value of 98.33%.
The proposed method achieves a PCC value of 98.22%, which
is quite competitive to D_MRFFCM on this data set.

On the San Francisco data set, it can be observed that the
proposed method performs best with the largest PCC value
of 98.94%, largest GD/OE value of 6.14, and the largest
KC value of 91.90%. As shown in Fig. 5, the result obtained by
the proposed method exhibits less noise spots compared with
other methods. It is evident that the proposed method is robust
to the speckle noise by generating representative neighborhood
features for each pixel using PCANet. That is why FA yielded
by the proposed method is much lower.

On the Yellow River data set, the influence of speckle
noise is much greater. It represents a more complicated sit-
uation to assess the effectiveness of the proposed method.
As shown in Fig. 5, there are many white spots in the change
map generated by other methods on the Yellow River data
set. As shown in Table I, the proposed method obtains the
largest GD/OE and PCC values. In addition, the value of KC
of the proposed method is the best. It should be noted that the
value of KC is the most cogent and discriminative criterion.
The results indicate that the proposed method outperforms
the other methods and is capable of improving the change
detection accuracy.

IV. CONCLUSION

This letter has presented a change detection method for SAR
images based on hierarchical FCM clustering and PCANet.
The proposed method exploits representative neighborhood
features from each pixel using PCA filters as convolution
filters. Then, the proposed method is robust to the speckle
noise and it yields lower false alarms. Compared with four
closely related methods, the proposed method exhibits good
performance. In the future, we will do research on accelerating
the proposed method using parallel algorithms on GPU or
detect changed point targets.
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