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Abstract. Change detection is of high practical value to hazard assessment, crop growth monitoring, and urban sprawl detection. A synthetic aperture radar (SAR) image is the ideal information source for performing change detection since it is independent of atmospheric and sunlight conditions. Existing SAR image change detection methods usually generate a difference image (DI) first and use clustering methods to classify the pixels of DI into changed class and unchanged class. Some useful information may get lost in the DI generation process. This paper proposed an SAR image change detection method based on neighborhood-based ratio (NR) and extreme learning machine (ELM). NR operator is utilized for obtaining some interested pixels that have high probability of being changed or unchanged. Then, image patches centered at these pixels are generated, and ELM is employed to train a model by using these patches. Finally, pixels in both original SAR images are classified by the pretrained ELM model. The preclassification result and the ELM classification result are combined to form the final change map. The experimental results obtained on three real SAR image datasets and one simulated dataset show that the proposed method is robust to speckle noise and is effective to detect change information among multitemporal SAR images. © 2016 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JRS.10.046019]
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1 Introduction

Change detection is a process that analyzes two remote sensing images captured over the same geographical area at different times to identify significant land cover changes.1 It is of high practical value to a large number of applications, such as hazard assessment of earthquake areas,2 crop growth monitoring,3 urban sprawl detection,4,5 and snow cover monitoring.6 Therefore, change detection has drawn increasing attention in remote sensing communities. In the 2012 and 2015 data fusion contest organized by the IEEE Data Fusion Technical Committee,7 many techniques have been studied for change detection by using multimodal remote sensing data, such as optical,8,9 LiDAR,10 hyperspectral,11 and synthetic aperture radar (SAR) data.12

Among the aforementioned multimodal data, SAR is the ideal information source for performing change detection, since SAR sensors are independent of atmospheric and sunlight conditions.13 Therefore, SAR images can be acquired under all weather and all day, which can make up for the shortage of optical and LiDAR remote sensing. Especially when heavy rain causes severe flooding, SAR images are highly effective for detecting land cover change, since optical data are rarely available.12 In addition, with the development of earth observation
programs, more and more SAR sensors have been developed to collect hundreds of images for the same area on the earth’s surface at shorter intervals. Hence, change detection by using SAR images becomes more and more important. However, SAR image change detection exhibits more difficulties than optical ones due to the presence of the multiplicative speckle noise. It is essential to develop a robust SAR image change detection technique against the speckle noise.

In the literature, many techniques have been recently developed for SAR image change detection. Generally, these techniques are often comprised of three steps: (1) coregistration and geometric corrections, (2) difference image (DI) generation, and (3) unsupervised or supervised classification of the DI into changed and unchanged classes. In the first step, coregistration plays a fundamental role and is a critical step. In practice, residual registration noises will sharply impact the performance of change detection. In this paper, we mainly focus on the second and the third steps. To be specific, we assume that the input multitemporal images have been coregistrated, and then we can automatically perform DI generation and DI classification.

In the DI generation step, the log-ratio operator is the most widely used technique to obtain DI, since the log-ratio operator is concluded to be robust to calibration and radiometric errors. Thus, it can reduce the influence of speckle noise to some extent. However, we can still observe noisy regions in the DI generated by log-ratio operator. To solve the problem, Gao et al. proposed a modified log-ratio operator to restrain the negative effect of speckle noise. In the operator, the Gaussian distribution is used to model the DI to detect the concealed target in foliage. Zheng et al. proposed a DI generation framework that combines the edge information and local consistency of two kinds of classical operators (the subtraction operator and the log-ratio operator). The number of false alarms can be tuned in the combined DI. Hou et al. fused DIs generated by the Gauss-log ratio operator and the log-ratio operator by using discrete wavelet transform. In the fused image, the noise is suppressed and the performance of subsequent clustering is improved. As concluded by these methods, if the complementary information from multiple DI generation operators are properly fused, local consistency can be enhanced, and better DI representations can be obtained.

In the DI classification step of change detection, the pixels in DI are classified into changed class and unchanged class. The thresholding and clustering approaches are often used. In the thresholding methods, the expectation-maximization algorithm and generalized Kittler and Illingworth thresholding (K&I) algorithm have been applied to select the optimal threshold. These approaches discriminate the changed and unchanged regions under the assumption that each class has a distinct mode in the histogram of DI. Thus, they often encounter difficulties when DI exhibits a unimodal histogram. To avoid the disadvantages of thresholding approaches, clustering algorithms are used to fit the patterns of changed and unchanged classes. Gong et al. proposed a reformulated fuzzy C-means (FCM) clustering algorithm for the classification of DI. Li et al. designed a two-level clustering algorithm to discriminate the changed and unchanged pixels. The algorithm includes the first-level FCM clustering and the second-level nearest neighbor rule. These clustering methods are mainly implemented on DI and can suppress the effects of speckle noise to a certain degree. However, some information may get lost in the DI generation process. If representative features are directly extracted from two original images and a more accurate classification model is utilized, there is still considerable room to improve.

In this paper, a change detection method based on neighborhood-based ratio (NR) and extreme learning machine (ELM) is proposed. NR operator is utilized for obtaining some pixels that have high probability of being changed or unchanged. Then, new image patches centered at these pixels are generated, and ELM is employed to train a model by using these patches. Finally, pixels in both original SAR images are classified by the pretrained ELM model. The ELM classification result and the preclassification result are combined to form the final change map. In this paper, we choose ELM as the classifier for SAR image change detection, since it is efficient and can provide good classification results.

There are two primary contributions in this research. First, inspired by Gong’s work, a preclassification scheme based on NR and hierarchical FCM clustering is designed to obtain some labeled samples of high accuracy for ELM. The second contribution is the adoption of ELM as the classification model for change detection.
The remainder of this paper is organized as follows. Section 2 is devoted to give problem statements and an overview of the proposed method. Section 3 provides a detailed description of the proposed change detection framework. Section 4 presents the experimental results with four SAR datasets. Finally, Sec. 5 makes several concluding remarks.

2 Problem Statements and Overview of the Proposed Method

Given two coregistered multitemporal SAR images, $I_1 = \{I_1(i, j), 1 \leq i \leq M, 1 \leq i \leq N\}$ and $I_2 = \{I_2(i, j), 1 \leq i \leq M, 1 \leq i \leq N\}$. Both images are polluted by speckle noise. The objective of change detection is to generate a change map, representing changes that occurred between the acquisition dates of two SAR images $I_1$ and $I_2$. In other words, the change detection problem can be defined as a binary classification problem. A binary image associated with the changed and unchanged pixels is generated.

As shown in Fig. 1, the proposed change detection method is comprised of three main steps:

- **Step 1.** Preclassification based on NR and FCM: The NR operator is used to generate a DI. Then, the hierarchical FCM algorithm is utilized to select interested pixels that have high probability of being changed or unchanged. These interested pixels are selected as training samples for ELM, and the remaining pixels will be further classified in step 3.
- **Step 2.** Training a classifier by ELM: New image patches centered at interested pixels are generated directly from two original input SAR images. Pixelwise features are extracted directly from these patches. A classifier based on pixelwise patch features is trained by ELM.
- **Step 3.** Classification of changed and unchanged pixels: The remaining pixels in step 1 are further separated into changed and unchanged classes by using the pretrained classifier. Then, the classification result and the preclassification result in step 1 are combined to form the final change map.

3 Methodology

3.1 Preclassification by Using Neighborhood-Based Ratio and FCM

In order to generate good samples for ELM, pixels that have high probabilities of being changed or unchanged should be identified, and these pixels are selected as samples. In this paper, a scheme based on NR and hierarchical FCM clustering is designed to generate such pixels.

The NR operator is defined as

$$ DI(m, n) = \theta \times \frac{\min \{I_1(m, n), I_2(m, n)\}}{\max \{I_1(m, n), I_2(m, n)\}} + (1 - \theta) \times \frac{\sum_{i \in \Omega \land i \neq m, n} \min \{I_1(m, n), I_2(m, n)\}}{\sum_{i \in \Omega \land i \neq m, n} \max \{I_1(m, n), I_2(m, n)\}}, $$

(1)

$$ \theta = \frac{\sigma(m, n)}{\mu(m, n)}, $$

(2)
where DI\((m, n)\) is the gray level of a pixel on position \((m, n)\) in the generated DI. It indicates the local similarity between \(f_1\) and \(f_2\). \(\sigma(m, n)\) denotes the variance of the gray level in neighborhood NR\(_{mn}\). The size of NR\(_{mn}\) is \(r \times r\). \(\mu(m, n)\) denotes the mean of the gray level in the neighborhood NR\(_{mn}\). The coefficient \(\theta\) is a measure of the local heterogeneity: a low value of \(\theta\) indicates that the local area is homogeneous, while a high value of \(\theta\) indicates that the local area is heterogeneous. Therefore, if \(\theta\) obtains a low value, the local area is homogeneous and the second part of (1) plays a leading role in DI generation. If \(\theta\) obtains a high value, the local area is heterogeneous and the first part of (1) plays a leading role in DI generation.

After obtaining the DI by using the NR operator, we partition pixels in DI into three groups: the changed class \(\Omega_c\), unchanged class \(\Omega_u\), and intermediate class \(\Omega_\theta\). The pixels belonging to \(w_c\) and \(w_u\) have the high probability to be changed and unchanged. We observed that if we directly partition pixels into three classes by FCM, the intermediate class sometimes occupies a large part of the DI, therefore we can hardly obtain enough representative samples for ELM training. To address this issue, we use a hierarchical FCM clustering algorithm. The detailed description of the hierarchical FCM clustering algorithm is as follows:

1. **Input**: The DI generated by NR operator.
2. **Step 1**: Perform the FCM algorithm on DI to partition pixels into two clusters: \(\Omega_1^l\) and \(\Omega_2^l\). The number of pixels in \(\Omega_1^l\) is denoted by \(T^1\). Then, the upper bound of the real changed class is defined as \(TT^1 = \sigma \cdot T^1\). Here, \(\sigma\) is set as 1.20 in our implementation.
3. **Step 2**: Perform the FCM algorithm on DI to partition pixels into five clusters: \(\Omega_1^2, \Omega_2^2, \ldots, \Omega_5^2\). It should be noted that the five clusters are sorted by average values in descending order. Specifically, pixels in \(\Omega_1^2\) have the largest value, while pixels in \(\Omega_5^2\) have the smallest average value. Clusters with bigger average value denote that it is of higher probability to be a changed class. The number of pixels in the five clusters is defined as \(T_1^2, T_2^2, \ldots, T_5^2\), respectively. Set parameters \(t = 1, c = T_2^2\). Assign the pixels in \(\Omega_2^1\) to the class \(\Omega_c\).
4. **Step 3**: Set \(t := t + 1, c := c + T_t^2\).
5. **Step 4**: if \(c < TT^t\), assign pixels in \(\Omega_c^t\) to the class \(\Omega_c\). Otherwise, assign pixels in \(\Omega_2^t\) to the class \(\Omega_u\). Go to step 3, and continue until \(t = 5\).
6. **Output**: As a result, the preclassification change map can be denoted as an image with labels \(\{\Omega_c, \Omega_1, \Omega_2\}\).

After preclassification, we obtain a change map with labels \(\Omega_c, \Omega_1, \Omega_2\). The pixels belonging to \(\Omega_c\) have the high probability to be changed, while the pixels belonging to \(\Omega_1\) have the high probability to be unchanged. These two kinds of pixels can be chosen as samples. The classification of pixels belonging to \(\Omega_2\) will be described in the following section.

### 3.2 Classification by Using Extreme Learning Machine

For SAR image change detection, the analysis of the nonlinear relations from multitemporal SAR images is very important. In this paper, ELM is utilized as the classifier, since it can be easily adapted to different conditions, and is capable of capturing the nonlinear relations of multitemporal SAR images. In this section, we first briefly review the ELM classifier, and then provide a detailed description of the proposed classification framework.

#### 3.2.1 Extreme learning machine

ELM\(^2\) is a neural network with only one hidden layer and one linear output layer. The structure of ELM is shown in Fig. 2. The training samples are represented as \((x_j, y_j)_{j=1}^{N_s}\), where \(x \in \mathbb{R}^d\) and \(y \in \mathbb{R}\). \(N_s\) is the number of samples. Given input samples, the output of ELM having \(L\) hidden nodes is modeled by

\[
\sum_{i=1}^{L} \beta_i f(w_i x_j + b_i) = y_j, \quad j = 1, \ldots, N_s, \tag{3}
\]

where \(\beta_i\) denotes the weight vector connecting the \(i\)'th hidden node to the output nodes, \(f(\cdot)\) is a nonlinear activation function, \(w_i\) denotes the weight vector connecting the \(i\)'th hidden node to
the input nodes, and \( b_i \) is the bias of the \( i \)'th hidden node. Equation (3) can be rewritten in a compact form as

\[
H\beta = Y, \tag{4}
\]

where \( Y = [y_1, y_2, \ldots, y_N]^T \), \( \beta = [\beta_1, \beta_2, \ldots, \beta_L]^T \) is a vector consisting of the output weights between the hidden layer of \( L \) nodes and the output node. \( H \) denotes the hidden layer output matrix and is defined as

\[
H = \begin{bmatrix}
    f(w_{1x_1} + b_1) & \cdots & f(w_{Lx_1} + b_L) \\
    \vdots & \ddots & \vdots \\
    f(w_{1x_N} + b_1) & \cdots & f(w_{Lx_N} + b_L)
\end{bmatrix}_{N_s \times L} \tag{5}
\]

The \( j \)'th row of \( H \) is the output vector of the hidden layer corresponding to the input \( x_j \). The \( i \)'th column of \( H \) is the output of the \( i \)'th hidden node corresponding to the inputs \( x_1, x_2, \ldots, x_N \). Optimal weights and bias can be found by using backpropagation learning algorithms. However, there is no guarantee that the global minimum error can be found.\(^{26}\) Therefore, local minima and overtraining may occur in the learning process. Researchers found that, in most cases, the number of hidden nodes is much smaller than the number of training samples \( (L \ll N_s) \); the smallest norm least-squares of Eq. (4) can be denoted as

\[
\beta' = H^T Y, \tag{6}
\]

where \( H^\dagger \) is the Moore–Penrose generalized inverse of matrix \( H \). Thus, Eq. (6) gets the smallest norm of weights with the best generalization performance. In addition, it involves no local minima.

The training process of the ELM algorithm can be conducted as the following three steps: (1) randomly assign values to hidden node parameters. Specifically, randomly choose input weight \( \{w_1, w_2, \ldots, w_N\} \), and randomly assign values to bias \( \{b_1, b_2, \ldots, b_N\} \). (2) Compute the hidden layer output matrix \( H \). (3) Calculate the output weight \( \beta = H^T Y \).

### 3.2.2 Classification of changed and unchanged pixels

The process of changed and unchanged pixels classification is comprised of three steps. First, neighborhood features of sample pixels (belonging to \( \Omega_c \) and \( \Omega_u \)) are generated. Second, an ELM classifier is trained based on these features. Next, the neighborhood features of pixels belonging to \( \Omega_i \) are fed into the pretrained ELM classifier, and these pixels are classified into the changed and unchanged classes.

The process of neighborhood features generation is shown in Fig. 3. First, image patches of interested positions (pixels belonging to \( \Omega_c \) and \( \Omega_u \) obtained in Sec. 3.1) are generated. These
image patches contain enough change information around the positions. As shown in Fig. 2, let \( R^{I_1}_{mn} \) represent a patch with the center at position \((m, n)\) in image \(I_1\) and the size of \(R^{I_1}_{mn}\) is \(k \times k\). \( R^{I_2}_{mn} \) represents the corresponding patch in image \(I_2\). Convert \( R^{I_1}_{mn} \) and \( R^{I_2}_{mn} \) to vectors \( V^{I_1}_{mn} \) and \( V^{I_2}_{mn} \), respectively. Both vectors are concatenated and form a new vector \( V_{mn} \) as shown in Fig. 3. \( V_{mn} \) denotes the sample feature vector at the position \((m, n)\).

The extracted neighborhood features are then fed into ELM to train a classifier. By using the trained ELM classifier, pixels belonging to \( \Omega_i \) are further separated into changed and unchanged classes. Finally, we combine the ELM classification result and the preclassification result together to form the final change map.

4 Experimental Results and Analysis

4.1 Dataset Description and Experimental Settings

In order to evaluate the effectiveness of the proposed method, we apply the proposed method to three real SAR datasets with different characteristics. In addition, to demonstrate that the proposed method is effective in low signal–noise ratio (SNR) scenarios, we use one simulated dataset to test the performance of the proposed method.

Results of four other state-of-the-art techniques for change detection are given for comparison purpose. These methods are PCAKM,\(^{27}\) NR,\(^{25}\) MRFFCM,\(^{28}\) and GaborTLC.\(^{23}\) Results of PCAKM, MRFFCM, and GaborTLC are implemented by using the authors’ publicly available code. Therefore, these methods are implemented using the default parameters provided in their source code. Specifically, in PCAKM, \( h = 5 \) and \( S = 3 \) are used. In MRFFCM, the number of subintervals is set to 30 as mentioned in Ref. \(^{28}\). In GaborTLC, \( f = \sqrt{2}, \ U = 8, \ V = 5, \) and \( k_{\text{max}} = 2\pi \) are used. Since we cannot find the source code of NR, we implemented NR in MATLAB\(^{\circ}\). The neighborhood size in NR is set to 3 as mentioned in Ref. \(^{25}\). The MATLAB\(^{\circ}\) implementation of the proposed method is available at Ref. \(^{29}\). We first introduce the dataset, and then give a brief introduction to some evaluation criteria of the experimental results.

The first dataset used in the experiment is the Bern dataset. It consists of two SAR images acquired by ERS-2 Satellite. The images were captured in April and May 1999, respectively. Between the two dates, the River Aare flooded entirely parts of Bern. The available ground truth that is shown in Fig. 4(c) was created by integrating prior information with photo interpretation.

The second dataset, as shown in Fig. 5, is called the Ottawa dataset. It represents a section \((290 \times 350 \text{ pixels})\) of two SAR images over the city of Ottawa acquired by RADARSEAT SAR sensor. The dataset was provided by the Defense Research and Development Canada, Ottawa. It contains two images acquired in May and August 1997, respectively. The images present changed areas where they were once afflicted with floods. The ground truth, shown in Fig. 5(c), was created by integrating prior information with photo interpretation.

The third dataset, as shown in Fig. 6, is called the San Francisco dataset. It presents a section \((256 \times 256 \text{ pixels})\) of two SAR images acquired by the ERS-2 SAR sensor. The original images...
are $7749 \times 7713$ pixels and are available in Ref. 30. The images were captured in August 2003 and May 2004, respectively. The ground truth change map shown in Fig. 6(c) is generated by integrating prior information with photo interpretation based on the input images in Figs. 6(a) and 6(b).

The fourth dataset, as shown in Fig. 7, is one simulated dataset. The size of the dataset is $350 \times 250$ pixels. The effect of speckle noise on the dataset is quite large. The ground truth image is given in Fig. 7(c).

The performance evaluation of SAR image change detection is an important issue. In this paper, the quantitative analysis of the change detection results is set as follows: false positives
FP), false negatives (FN), overall errors (OE), percentage correct classification (PCC), and Kappa coefficient (KC). In the binary ground truth image, we count the actual number of pixels belonging to the unchanged class and the changed class (denoted by \(N_u\) and \(N_c\), respectively). On the other hand, we compare the binary ground truth image with the one generated by a certain method pixel by pixel. Then, FPs denote the number of pixels belonging to the unchanged class but that are falsely classified as changed class. FNs are the number of pixels belonging to the changed class but that are falsely classified as unchanged class. The OEs are the sum of FP and FN. PCC is given by

\[
PCC = \frac{(N_u + N_c - FP - FN)}{(N_u + N_c)} \times 100\%.
\]

KC gives the percentage of agreement (correct classified pixels) corrected by the number of agreements that would be expected purely by chance. Specifically, KC is defined as

\[
KC = \frac{PCC - PRE}{1 - PRE}.
\]

where

\[
PRE = \frac{(N_c - FN + FP) \cdot N_c + (N_u - FP + FN) \cdot N_u}{(N_c + N_u) \cdot (N_c + N_u)}.
\]

It is well worth noting that KC relies on the dependent values of FP and FN, while PCC relies only on the sum value of FP and FN. Therefore, KC is a more persuasive coefficient than PCC because more detailed information is involved.\(^{28}\)

4.2 Test of the Parameter \(r\)

The first experiment is a test of parameter \(r\), which means the size of neighborhood in the NR operator. It is selected as the test parameter because it is related to the accuracy of preclassification. In this experiment, \(r\) ranges from 3 to 11 and is of some discrete values. The three real SAR datasets are experimented on, and the deliberate criterion \(KC\) is employed here. The results are shown in Fig. 8. The three curves show that the values of KC decrease obviously along with the enlargement of \(r\). Therefore, in our following experiments, we set the neighborhood size of the NR operator as \(3 \times 3\).

4.3 Test of the Parameter \(k\)

The second experiment is a test of parameter \(k\), which stands for the neighborhood size in feature extraction. The size of the neighborhood is an important parameter that can affect the final change detection results. The three real SAR datasets are experimented on, and the \(PCC\) is employed as the criterion here. As shown in Fig. 9, we set \(k\) to 3, 5, 7, 9, 11, and 13 to indicate the relationship between \(k\) and PCC. The ELM classifier requires a neighborhood patch big enough for feature learning; if \(k\) is set as 3, the result is sensitive to neighborhood noise. Furthermore, when \(k \geq 7\), the result tends to get worse, since the neighborhood features are
not representative for the specified position. When \( k \) is set to 5, the proposed method achieves the best performance on three datasets. Hence, setting \( k = 5 \) is the best choice for feature extraction. In our following experiments, we use a neighborhood of 5 pixels for feature extraction with ELM.

### 4.4 Results on the Bern Dataset

The results of the experiments on the three datasets are exhibited in two ways: the final change maps in figure form and the criteria in tabular form. Figure 10 shows the final change maps of various methods on the Bern dataset, and Table 1 lists the values for evaluation. In the table, the results of the proposed method are written in bold.

Table 1 shows that for the MRFFCM, some unchanged pixels are falsely classified into changed class (appearing as a high value of FP). In Figs. 10(a) and 10(b), some noise spots are falsely detected by PCAKM and NR. However, fewer noise points are generated by the proposed method compared with the other methods. FN and FP of the proposed method do not exhibit the best, whereas PCC and KC are the best. It is should be noted that the value
of KC is the most cogent and discriminative criterion. The results indicate that the proposed method outperforms the other methods and is capable of improving the change detection accuracy.

### 4.5 Results on the Ottawa Dataset

As for the Ottawa dataset, the results are shown in Fig. 11 and listed in Table 2. As shown in Fig. 11(b), the change map generated by NR is polluted by many white noise spots. It is due to the fact that the NR is sensitive to the saltation of gray level. As pointed out by red arrows in Figs. 11(a) and 11(d), some changed regions are missing compared with the change map generated by the proposed method. Therefore, the value of FN of PCAKM and GaborTLC appears higher than the proposed method. As shown in Fig. 11(c), the MRFFCM classifies some small unchanged pixels into changed class and it yields a high FP. By contrast, the proposed method achieves the best change detection result after feature extraction and ELM classification, as shown in Fig. 11(e).

![Fig. 10](http://remotesensing.spiedigitallibrary.org/)

**Fig. 10** Visualized results of various change detection methods on the Bern dataset. (a) Result by PCAKM. (b) Result by NR. (c) Result by MRFFCM. (d) Result by GaborTLC. (e) Result by the proposed method.

<table>
<thead>
<tr>
<th>Methods</th>
<th>FP</th>
<th>FN</th>
<th>OE</th>
<th>PCC (%)</th>
<th>KC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCAKM</td>
<td>247</td>
<td>119</td>
<td>366</td>
<td>99.60</td>
<td>84.78</td>
</tr>
<tr>
<td>NR</td>
<td>110</td>
<td>199</td>
<td>309</td>
<td>99.66</td>
<td>85.91</td>
</tr>
<tr>
<td>MRFFCM</td>
<td>364</td>
<td>47</td>
<td>411</td>
<td>99.55</td>
<td>84.13</td>
</tr>
<tr>
<td>GaborTLC</td>
<td>135</td>
<td>173</td>
<td>308</td>
<td>99.66</td>
<td>86.27</td>
</tr>
<tr>
<td>Proposed method</td>
<td>147</td>
<td>146</td>
<td>293</td>
<td>99.68</td>
<td>87.16</td>
</tr>
</tbody>
</table>

![Table 1](http://remotesensing.spiedigitallibrary.org/)

**Table 1** Change detection results of different methods on the Bern dataset.

![Fig. 11](http://remotesensing.spiedigitallibrary.org/)

**Fig. 11** Visualized results of various change detection methods on the Ottawa dataset. (a) Result by PCAKM. (b) Result by NR. (c) Result by MRFFCM. (d) Result by GaborTLC. (e) Result by the proposed method.
4.6 Results on the San Francisco Dataset

The change detection results generated by the different methods on the San Francisco dataset are shown in Fig. 12 and listed in Table 3. There are many white spots in the change map generated by the PCAKM, MRFFCM, and GaborTLC, which are listed as high values of FP in Table 3. These white spots are eliminated to some extent by the proposed method, since the proposed method can learn meaningful features from neighborhood pixels. From Table 3, we can see that the proposed method obtains the smallest OE value and the maximum KC value. No matter whether the change areas are small (Bern and San Francisco dataset) or large (Ottawa dataset), the proposed method can find a balance between denoising and preserving details.

Table 2 Change detection results of different methods on the Ottawa dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>FP</th>
<th>FN</th>
<th>OE</th>
<th>PCC (%)</th>
<th>KC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCAKM&lt;sup&gt;27&lt;/sup&gt;</td>
<td>960</td>
<td>1515</td>
<td>2475</td>
<td>97.56</td>
<td>90.43</td>
</tr>
<tr>
<td>NR&lt;sup&gt;25&lt;/sup&gt;</td>
<td>1914</td>
<td>727</td>
<td>2641</td>
<td>97.40</td>
<td>90.25</td>
</tr>
<tr>
<td>MRFFCM&lt;sup&gt;48&lt;/sup&gt;</td>
<td>1636</td>
<td>712</td>
<td>2348</td>
<td>97.69</td>
<td>91.27</td>
</tr>
<tr>
<td>GaborTLC&lt;sup&gt;23&lt;/sup&gt;</td>
<td>253</td>
<td>2531</td>
<td>2784</td>
<td>97.26</td>
<td>88.71</td>
</tr>
<tr>
<td>Proposed method</td>
<td>954</td>
<td>812</td>
<td>1766</td>
<td>99.26</td>
<td>93.30</td>
</tr>
</tbody>
</table>

Fig. 12 Visualized results of various change detection methods on the San Francisco dataset. (a) Result by PCAKM.<sup>27</sup> (b) Result by NR<sup>25</sup> (c) Result by MRFFCM<sup>48</sup> (d) Result by GaborTLC<sup>23</sup> (e) Result by the proposed method.

4.7 Results on Simulated Datasets

As mentioned before, we use one simulated dataset to test the performance of different change detection methods. The effect of speckle noise on the dataset is quite large. The change detection results generated by the proposed method compared together with closely related methods on the simulated dataset are shown in Fig. 13 and listed in Table 4. There are many noise regions in the change map generated by the PCAKM, NR, MRFFCM, and GaborTLC. Therefore, the FP
values of these methods are listed as high values in Table 4. By contrast, the proposed method achieves the best change detection result, as shown in Fig. 13(e). The experimental results on the simulated dataset demonstrate that the proposed method is effective in low SNR scenarios.

5 Conclusions

In this paper, we presented an SAR image change detection method based on NR and ELM. Existing SAR image change detection methods usually generate a DI first, and use clustering methods to classify the pixels of DI into changed class and unchanged class. Some useful information may get lost in the DI generation process. The proposed method uses ELM exploits representative neighborhood features directly from multitemporal SAR images. Compared with four closely related methods, the proposed method exhibits good performance. In the future, we will do research on detecting changed point targets. In addition, we will continue to investigate the proposed method to detect the development of urban zones or the movement of glaciers over time.
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