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Abstract. In this paper, we proposed a novel sea ice change detection
method for Synthetic Aperture Radar (SAR) images based on Canoni-
cal Correlation Analysis (CCA) and Contractive Autoencoders (SCAEs).
To alleviate the effect of multiplicative speckle noise, structured matrix
decomposition is utilized for difference image enhancement, and there-
fore, better difference image with less noisy spots can be obtained. In
order to get good data representations in changed and unchanged pixels
classification, CCA and SCAEs are combined to exploit more effective
changed features. Experiments on two real sea ice datasets demonstrate
the robustness and efficiency of the proposed method in comparison with
three other state-of-the-art methods.
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1 Introduction

Sea ice is an important part of the cryosphere that interacts continuously with
the underlying oceans and the overlaying atmosphere. Global warming acceler-
ates the loss of sea ice, which threatens animals living in the Polar Regions [1].
In addition, polar sea ice information is very important for safe navigation, since
the amount of ice adversely impacts the friction against the hull of a vessel.
Therefore, polar sea ice research has attracting increasing attentions and raised
global security concerns these years.

More and more Synthetic Aperture Radar (SAR) sensors have been devel-
oped, and a large number of multitemporal image pairs have been acquired in
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the past decades. SAR images provides the capabilities for all-weather, day-and-
night surveillance. The applications of SAR images has become a hot research
topic in remote sensing communities. Among these applications, sea ice moni-
toring is an essential issue. However, sea ice change detection from SAR images
exhibits difficulties due to the presence of multiplicative speckle noise [8]. How
to alleviate the interference of speckle noise has become a critical issue in sea ice
change detection from SAR images.

In general, change detection [2] consists of three main steps: (1) image pre-
processing; (2) difference image (DI) generation from a pair of multitemporal
images; (3) DI analysis to achieve the segmentation of the changed regions. The
first step mainly includes geometric correction and denoising. Some methods
have been employed to alleviate the effect to speckle noise, e.g., Gamma-MAP [3]
and SRAD [4]. In the second step, the log-ratio operator is usually employed since
it is considered to be robust to the speckle noise [5]. In this paper, the log-ratio
operator is employed for DI generation. In the final step, clustering methods are
very popular, since they do not require DI image distribution. Celik [6] used the
principal component analysis (PCA) and k-means clustering for classification.
Gao et al. [7] use Gabor wavelets and fuzzy c-means (FCM) algorithm to select
samples for classification. Gong et al. [8] proposed a reformulated fuzzy local-
information c-means clustering algorithm for classifying changed and unchanged
regions in the generated DI. These clustering methods gain satisfying perfor-
mance and are popular in the past decades. However, clustering methods are
sensitive to initial values, and improper initial values may result in premature
convergence on local optima.

In recent years, deep learning shows its dominant performance in many fields,
such as image classification [9], voice recognition [10] and nature language pro-
cessing, etc. In [11], Wang et al. demonstrated that convolution neural network
(CNN) has been used to estimate ice concentration using SAR scenes captured
during the melt season. In [12], a deep neural network is established for SAR
image change detection. It is empirically verified that deep learning can further
improve the change detection performance.

The above mentioned methods have gain good performance in SAR image
change detection. However, there are still two problems to be considered: (1)
The speckle noise should be suppressed in the process of DI generation; (2)
Good data representations should be achieved from multitemporal images to
identify changed regions. With respect to the first problem, in this paper, Struc-
tured Matrix Decomposition (SMD) is utilized for DI enhancement, and therefore
better DI with less noisy spots can be obtained. To solve the second problem,
we develop a classification model based on Canonical Correlation Analysis and
Contractive Autoencoders (CCA-SCAESs) to exploit good representations from
multitemporal SAR images.

The main contributions of the proposed method are listed as follows: First,
SMD is introduced to suppress the speckle noise to obtain DI with less noisy
spots. Saliency detection method can capture the distinctive patterns and sup-
press the background noise, but it is rarely considered in change detection.
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Second, a novel classification model based on CCA and SCAEs is established
to exploit change information from multitemporal SAR images. Experimental
results on two real SAR datasets demonstrate the effectiveness of the proposed
method.

The remainder of this paper is organized as follows: Sect.2 presents the
change detection problem statements and describes the proposed method in
details. Section3 shows the experimental results and the paper closes with a
conclusion in Sect. 4.

2 Proposed Method

Given two multitemporal sea ice images I; and I, which are acquired at the
same location but at different times ¢; and t5. The aim of sea ice change detection
is to generate a change map, which gives the interpretations about the changes
occurred. The framework of the proposed method is illustrated in Fig. 1.

Two multitemporal Tl;ilirljglalrifoby DI enhancement The interested
SAR images I, and I, § log- by SMD pixels selection
operator

CCA-SCAEs | Final change map
7 classification Y

Fig. 1. Framework of the proposed change detection method

Our proposed method is illustrated in Fig. 1, which is mainly comprised of
two steps:

Step 1 — DI generation and enhancement. Given two multitemporal images
I; and Is, the log-ratio operator is employed to obtain an initial DI. In order
to remove speckle noise spots, we use the SMD method to enhanced the DI and
suppress the speckle noise.

Step 2 — Training samples generation and classification. We need reliable
samples for the classification model. Hierarchical FCM clustering algorithm [7]
is used for reliable samples generation. Then, a classifier based on CCA and
SCAEs will be built. The changed regions can be identified by feeding pixels
from multitemporal images into the classifier. Then, the final change map can
be obtained.

2.1 DI Generation and Enhancement

The log-ratio operator is chosen to obtain an initial DI. We choose log-ratio
operator since it is empirically verified to be capable to reduce the speckle noise
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to some extent. The log-ratio operator is defined as DI = log([;/I2). However,
it is a challenging task to find the interested and distinctive areas from SAR
images, which includes many speckle noise spots. Based on this, we should find a
better way to improve DI robustness. Saliency map shows interested areas which
has a strong contrast with the entire image. Inspired by this, we use saliency
detection methods to enhance the DI. Figure 2 shows the similarity between the
DI and the saliency map. Figure2(a) and (b) are the original multitemporal
images. Figure2(c) is the original DI obtained by using the log-ratio operator,
which contains many noisy spots. Figure 2(d) is the saliency map, which has less
speckle noise spots compared with the original DI.

Fig. 2. The similarity between the original DI and the saliency map. (a) and (b) are
two original multitemporal images. (¢) The original DI obtained by using log-ratio
operator. (d) The saliency map acquired by SMD.

In this paper, saliency detection methods based on Structured Matrix Decom-
position [13] is utilized. The SMD is defined as follows:

rj{liél o(L) + af2(S) + pO(L,S) st. F=L+ S, (1)
where (+) is a low-rank constraint to allow identification of the intrinsic feature
subspace of the redundant background patches, 2(-) is a structured sparsity
regularization to capture the spatial and feature relations of patches in S, 6(-)
is an interactive regularization term to enlarge the distance between the sub-
spaces drawn from L and S, and «, (8 are positive tradeoff parameters. Detailed
information about SMD can be found in Peng’s work [13].

Let Ip represents the initial DI, and Ispsp represent the saliency map obtained
by the SMD method, the enhanced difference image I is computed by:

Ig =exp(k-Ismp) - Ip, (2)

In our implementations, we found that the Isy/p is of great significance. There-
fore, we use an exponential function to emphasize Isp;p. In our implementations,
we use k = 0.2 as the scaling factor.

After obtaining I, we partition the pixels in DI into three groups by using
the hierarchical FCM algorihtm [7]: changed class (2., unchanged class {2, and
intermediate class (2;. Pixels belonging to (2. and {2, have high probabilities
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to be changed or unchanged. These pixels are selected as reliable samples for
CCA-SCAEs. The classification model will be introduced in the next subsection
in detail.

2.2 Classification via CCA-SCAEs Classifier

Deep learning is a hot topic in recent years and achieves extraordinary results
in many fields. The motivation of deep learning is to establish and simulate
the neural network of human brain for analysis and learning. It imitates the
mechanism of the human brain to explain the data. In this paper, in order to
acquire discriminative representation of changed features, neighborhood pixels
features of multitemporal SAR images are fed into CCA-SCAEs to learn more
effective changed features.

Al

Final change map

Supervised contractive autoencoders

| siskleuy uone|alio) [eoluoue) |

Neighborhood feature extraction
Image I»

Fig. 3. The proposed classification framework based on Canonical Correlation Analysis
and Contractive Autoencoders (CCA-SCAEs).

The framework of CCA-SCAEs is illustrated in Fig. 3. Neighborhood pixel fea-
tures of multi-temporal SAR images are first processed by canonical correlation
analysis (CCA). Then, the obtained features are fed into supervised contractive
autoencoders (SCAEs) to learn more effective changed features. Suppose an L
layer network, the front L — 1 layers consist of SCAEs and the top layer is sig-
moid function. As for the Ith layer with the parameters 0! = {W} Wi, b}, b5}, the
training process can be divided into two stages: pretraining and updating [14]. The
pretraining objective function is formulated as:

1 1-1 ! 12
Jpre QNZ |25 — A ||2+)‘Z (1= hy; ||W1j||2 -

S IWiIE,
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where the first term represent the reconstruction error, the second term denotes
the contractive penalty to optimize the encoding function, and the third term
stands for the weight decay of the parameters. After pretraining, multinomial
logistic regression module is connected with the encoder to update the parame-
ters of SCAE. The updating function is written as:

N
1 T
Jlllpdate(ol) = _N Zyi logpi' + §||W2IH% (4)
1=1

where the first term is used to capture the relevant information between features
and labels, and the second term denotes the weight decay. After training of each
SCAE, the whole network is fine-tuned from the top layer to the final layer. The
sigmoid function on the top layer is applied to classify each pixel into changed
and unchanged class.

3 Experimental Results and Analysis

3.1 Datasets Description

In this section, we evaluate the performance of the proposed method on two
real datasets, which are acquired from two large SAR images of the region of
the Sulzberger Ice Shelf. Both of two SAR images, which have the size of 2263
X 2264 pixels, are provided by the European Space Agency’s Envisat satellite
on March 11 and 16, 2011. It is huge to us, so we selected a part of these
images, which area is 256 x 256 pixels. Both datasets are shown in Figs. 4 and 5.
(a) and (b) are the original images and (c) is the ground truth image, which are
obtained by integrating prior information with photo interpretation.

(a) (b)

Fig. 4. Dataset I from Sulzerger Ice Shelf. (a) Image acquired in March 11 in 2011. (b)
Image acquired in March 16 in 2011. (¢) Ground truth image obtained by integrating
prior information with photo interpretation.
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Fig. 5. Dataset II from Sulzerger Ice Shelf. (a) Image acquired in March 11 in 2011. (b)
Image acquired in March 16 in 2011. (¢) Ground truth image obtained by integrating
prior information with photo interpretation.

3.2 Evaluation Criteria

In order to prove the effectiveness of the proposed method, we introduce five cri-
teria to evaluate the performance of experimental results, such as false positives
(FP), false negatives (FN), overall error (OE), percentage correct classification
(PCC) and Kappa coefficient (KC). FP is the number of pixels belong to the
unchanged class in the ground truth image but wrongly classified as the changed
class. On the contrary, FN is the number of pixels belong to the changed class
in the ground truth image but wrongly classified as the unchanged class. OE
represents the sum of FP and FN. PCC is the percentage correct classification
of the algorithm and its representation can be defined as follows:

poc = Y ZIPZ IR 0% (5)

N

where N is the total number of pixels in the images. The KC is a critical mea-
surement of change detection accuracy, and it is a more persuasive coefficient
because more detailed information is involved.

3.3 Experimental Results on Dataset I

In this paper, we compare our algorithm with other three state-of-the-art meth-
ods: PCAKM [6], GaborTLC [15] and GaborPCANet [7]. And the accuracy of
the experiment results is showed in two ways: image change map and tabular
form. We first evaluate our proposed method on the Dataset 1. Figure 6 shows
the final experimental results on Dataset I and Table 1 illustrate the evaluate cri-
teria of different methods. From Fig. 6, we can find that the result of GaborTLC
is polluted by many white noisy spots. Many unchanged pixels are wrongly clas-
sified into the changed class. Similar conditions can be found in the results of
PCAKM and GaborPCANet. The PCC value of the proposed method achieves
the best performance on this dataset. It can be concluded that the proposed
method can efficiently suppress the multiplicative speckle noise by introducing
saliency detection.
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(a) (b) ()

Fig. 6. Experimental results on Dataset I. (a) Result by PCAKM. (b) Result by
GaborTLC. (c) Result by GaborPCANet. (d) Result by the proposed method.

Table 1. Change detection results of different methods on Dataset 1.

Methods FP |FN |OE |PCC (%) |KC (%)
PCAKM (6] 711|479 1190 98.18 87.13
GaborTLC [15] 1171 | 423 | 1594 | 97.57 92.39
GaborPCANet [7]| 4358331268 |98.07 93.73
Proposed method | 232|930 | 1162 | 98.23 94.21

3.4 Experimental Results on Dataset II

We also test the proposed model on the Dataset II. Figure7 shows the final
sea ice change detection results of different methods. It can be observed that
the results of PCAKM, GaborTLC and GaborPCANet are relatively inefficient
in speckle noise suppression, which lead to the change maps containing many
speckle noise spots. Table 2 shows the comparisons of different methods according
to the five evaluation criterion. From Table2, we find that the FP values of
different methods are higher than that in the Dataset I. One important reason is
that Dataset II contain very complicated background compared with Dataset I,
which poses a challenge to change detection and needs the higher robust method

Fig. 7. Experimental results on Dataset I. (a) Result by PCAKM. (b) Result by
GaborTLC. (c) Result by GaborPCANet. (d) Result by the proposed method.
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Table 2. Change detection results of different methods on Dataset II.

Methods FP |FN |OE |PCC (%) |KC (%)
PCAKM (6] 3215|141 | 3356 | 94.88 87.13
GaborTLC [15] 2805 | 174 | 2979 | 95.44 88.48
GaborPCANet [7] | 2237 | 599 | 2836 | 95.67 88.82
Proposed method | 889|863 | 1861 |97.16 92.44

to improve the accuracy. The proposed methods produces fewer false alarms and
it suppresses the bad effects of multiplicative speckle noise. Both visual and data
quantitative comparison on this dataset has demonstrated the effectiveness of
the proposed method.

4 Conclusion

In this paper, we proposed a sea ice change detection method from SAR images
based on Canonical Correlation Analysis and Contractive Autoencoders (CCA-
SCAEs). On the one hand, the structured matrix decomposition can improve
the difference image, which has less speckle noise spots for the classification. On
the other hand, by using the hierarchical FCM algorithm, some reliable samples
can be acquired to train the CCA-SCAEs classifier. Finally, we use the CCA-
SCAEs classifier to classify pixels from the original SAR images into changed
and unchanged class, and the final change map can be obtained. The proposed
method is implemented on two real sea ice datasets. The experimental results
have demonstrated the proposed method can efficiently reduce the speckle noise,
while also preserving the fine details of change features.
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